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ABSTRACT
We inquire into different perspectives and patterns of proble-
matizing online hate speech within the social sciences from 
a systems-theoretical perspective. Our results identify five dif-
ferent research perspectives adopted by studies on the issue: (1) 
systematic perspectives on problems of operationalizing 
(online) hate speech; (2) intentionalist perspectives on actors 
and their motives; (3) consequentialist perspectives on victims 
of online hate speech; (4) perspectives on media affordances, 
infrastructures, and strategies of online hate speech; and finally, 
(5) normative perspectives on the consequences of online hate 
speech. Additionally, we want to propose a functionalist per-
spective on hate communication and, for this purpose, develop 
a systems-theoretical and media-sociological framework for 
analyzing online hate speech. A systems-theoretical perspective 
connects to a process-oriented paradigm of doing hate speech. 
Instead of asking what hate speech is, a systems-theoretical 
framework focuses on how different communicative contex-
tures empirically produce different understandings of hate com-
munication. We will make four research proposals: We will (1) 
conceptualize hate as hate communication, then proceed to (2) 
analyze different communicative contextures, (3) develop 
media archeology of negation and conflict communication, 
and finally (4) focus on the function of conflict and hate com-
munication for the emergence of (counter-)publics.

KEYWORDS 
Hate speech; literature 
review; platform studies; 
social media; systems theory

Introduction

The advent of a digital public was celebrated as the Pentecost of telematics. 
Within the medium of social networks and platforms, the world would shrink 
spatially and temporally into a “global village” (McLuhan), scattered partial 
publics would reunite, and new forms of public speech would not only boost 
democratic inclusion and participation but also expand and improve oppor-
tunities for consensus, solidarity, and the integration of conflicts (Rheingold,  
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2000). To date, these high hopes in the emancipatory potential of digital 
publics have met with disillusion: In public and in scholarly discourse, it is 
rather the dysfunctional phenomena entailed by the formation of digital 
publics that have become conspicuous. What we see is hate speech, radicaliza-
tion, vulgarization, and brutalization of discourse, polemical and antagonistic 
communication, forms of insult and disparagement, as well as invectives and 
incivility. Digital publics that were once supposed to advance the integration 
of differentiated and plural societies into a rational unity have developed 
a mode of communication that has come down to being perceived as the 
irrational raging of a digital mob. They produce pathologies of public speech 
and undermine the foundations of democracy by polarizing and radicalizing 
conflicts. As a consequence, platforms increasingly appear to be media of de- 
civilization (Koschorke, 2021).

The transformation of the public sphere has been widely discussed in 
debates on the role of digital publics. Jürgen Habermas continues to argue 
for a concept of the public sphere as an arena of rational discourse and 
dialogue. Digital publics release users from the “editorial guardianship of 
legacy media” (Habermas, 2021, p. 488; trans.1), as Habermas puts it in his 
Reflections and Hypotheses on a New Structural Transformation of the Public 
Sphere. At the same time, the “egalitarian and unregulated character” of public 
speech as well as its “emancipatory promise” are “drowned out today by 
desolate noises in fragmented echo chambers circling around themselves” 
(Habermas, 2021). Accordingly, the emancipatory and pathological conse-
quences of digital public spheres are to be understood as complementary 
phenomena of a digital media evolution.

Media scholars have not only criticized the echo chamber thesis that 
Habermas is referring to (Bruns, 2019a, 2019b; Törnberg, 2022) but have 
also argued for a more differentiated concept of digital publics. As numerous 
studies have shown, there is no longer a singular public sphere, as the concept 
of the bourgeois public sphere assumes, but a heterogeneous constellation of 
different publics and different styles of communication emerging within these 
digital publics (Barth, 2020; Bruns & Burgess, 2011; Marwick & Boyd, 2010; 
Papacharissi, 2010, 2015; Wagner, 2019; Weller, Bruns, Burgess, Puschmann, 
& Mahrt, 2014; Bruns & Highfield, 2016). Undoubtedly, a pivotal feature in the 
transformation of digital publics is that platforms are currently providing the 
technological and media infrastructure for major parts of digital public com-
munication (Bucher & Helmond, 2017; Gillespie, 2015; van Dijck, 2013). A key 
feature of platform infrastructures is that public communication is no longer 
unidirectional in the sense of one-to-many transmissions from editorial 
broadcasters to their media consumers. This mode has been superseded by 
a form of many-to-many communication within the plural public spheres of 

1Hereinafter, original direct quotations translated into English will be tagged with the abbreviation trans.
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decentralized networked platforms. Passive media consumers have taken now 
on the role of potentially active media producers (“produser,” Bruns, 2009). As 
such, they claim the opportunity that digital media provide to speak for 
themselves, criticize, contradict, protest, form counter publics, and organize 
social movements. A consequence of this is that active media producers can 
fail to adapt content, topics, forms, and styles to the discourse-ethical stan-
dards of communication.

Empirical evidence shows the following: The US Anti-Defamation League 
(ADL) states in its report for the year 2021 that “forty-one percent of 
Americans said they had experienced online harassment over the past year, 
comparable to the 44% reported in last year’s ‘Online Hate and Harassment’ 
report. Severe online harassment comprising sexual harassment, stalking, 
physical threats, swatting,2 doxing3 and sustained harassment also remained 
relatively constant compared to the prior year, experienced by 27% of respon-
dents, not a significant change from the 28% reported in the previous survey” 
(https://www.adl.org/media/16219/download). Referring to the report by 
Shandwick, Tate, and KRC Research (2018), Chen, Muddiman, Wilner, 
Pariser, and Stroud (2019, p. 3) give even higher figures for the US: “More 
than 84% of U.S. adults say they’ve experienced incivility in online or offline 
life, and people report an average of 5.4 uncivil online encounters every week.” 
And in 2019, users reported an average of 5.5 uncivil online encounters every 
week (Shandwick, Tate, & KRC Research, 2019). Likewise, in a 2021 quanti-
tative study in Germany, about 76% of respondents said they had already been 
confronted with hate communication online; 39% had already had to deal with 
online hate very often, which is a new high compared to the previous year (i.e., 
2020; Für Medien NRW, 2021).

Against this background, the communication practice of digital publics has 
not only become a subject of debates on the theory of democracy and the 
ethics of discourse but has also become a problem for normative regulation―-
for example, with regard to the question of what legal and actor status should 
be accorded to the platforms themselves. Should platforms have a stronger 
obligation to take editorial responsibility for the contents of public commu-
nication and to report it to state prosecutors? To what extent does this bear on 
freedom of speech? And to what extent, in turn, would this impinge on the 
right to privacy?

From a sociological point of view, these questions address the problem of 
the polycontexturality of modern society: What appears to be a legitimate 
public expression of opinion from one perspective meets antagonistic, dis-
paraging, or discriminatory communicative acts from another. This study 

2Swatting refers to faking an emergency just for fun to annoy the police and the person concerned, which is often 
a celebrity (our explanation added).

3Doxing refers to publishing personal data from someone on the net for his or her embarrassment (our explanation 
added).
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provides a sociological literary review of the vast scholarly work on online hate 
speech by putting this problem of the polycontexturality of online hate speech 
at its core. The objective of this paper is to show how different scholarly 
perspectives on this subject of online hate speech address and highlight 
varying aspects and thus each constitute online hate speech as a different 
kind of problem. Additionally, this paper proposes a functionalist perspective 
on hate communication and, for this purpose, develops a systems-theoretical 
and media-sociological framework for analyzing online hate speech. 
A systems-theoretical perspective connects to a process-oriented paradigm 
of doing hate speech. Instead of asking what hate speech is, a systems- 
theoretical framework focuses on how different communicative contextures 
empirically produce different understandings of hate communication.

First, we will outline our data selection as well as methods and methodol-
ogies. Second, we will systematically differentiate five patterns of analyzing 
online hate speech. Third, we will discuss these conceptualizations of online 
hate speech from a functionalist systems-theoretical perspective. Fourth, we 
will derive four proposals for further research: They involve (1) conceptualiz-
ing hate as hate communication, (2) analyzing different communicative con-
textures, and (3) developing a media archeology of negation and conflict 
communication that (4) focuses on the function of conflict and hate commu-
nication for the emergence of (counter-)publics.

Material and methods

This sociological literature review does not undertake a methodologically 
rigorous discourse analysis, nor have we conducted a quantitative full-scale 
meta-analysis of scholarly work on online hate speech. Methodologically, we 
employ a systems-theoretical perspective and examine scientific communica-
tion on the phenomenon of online hate speech on social media platforms. We 
want to analyze the communicative modes of problematizing the phenomenon 
and not the phenomenon itself. We conduct a “second-order observation” 
(Luhmann, 1990, p. 68 ff.) of how scholarly work observes the phenomenon of 
online hate speech. From the viewpoint of a systems-theoretical epistemology, 
observing any given phenomenon requires drawing a distinction. These dis-
tinctions not only represent but constitute the object they observe. This being 
the case, different distinctions produce different perspectives on the object. 
From a second-order perspective, these perspectives become comparable as 
different contextures. Our aim is to identify and differentiate types and pat-
terns of social-scientific problematizations of hate communication (Nassehi & 
Saake, 2002). When identifying modes of problematization, we refer to func-
tionalist terminology and specifically inquire how a phenomenon is commu-
nicatively dealt with as a problem (Luhmann, 1970; Nassehi, 2008). This results 
in the following main research questions: (1) How does scholarly literature 
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frame online hate speech as a distinct type of problem? (2) What questions are 
typically and repeatedly asked in the existing literature? (3) Which modes of 
problematization are left out? For example, do scholars focus on the concep-
tual problems of defining the problem? Or do they plead for normative 
regulation or state that empirical data is missing to better understand the 
phenomenon? After reconstructing these modes of problematization within 
the framework of a functionalist approach, we typify them according to an 
inductive process aligned with grounded theory (Glaser & Strauss, 1967).

In selecting the texts, we proceeded as follows: On the one hand, we have 
selected papers that have been referred to in the debate time and again; these 
are, so to speak, canonical papers within the scholarly work on the issue. On 
the other hand, we focused on recent papers published between 2017 and 2022. 
We have included publications from German- as well as English-speaking 
countries. In particular, we searched relevant databases, such as Jstor, Web of 
Science, Semantic Scholar, and Google Scholar. Our research applied the 
following keywords: hate speech, incivility, hate crime, hate communication, 
abusive speech, online harassment, online hate, toxicity. The following jour-
nals were revisited in detail: Pragmatics and Society; Journalism; Studies in 
Communication and Media; Big Data & Society; Journal of Hate Studies; 
Media, Culture & Society; Lodz Papers in Pragmatics; New Media & Society; 
Social Media + Society; and Journal of Communication. The final sample com-
prises about 200 papers. In joint data sessions, we repeatedly compared and 
systematized the results of our research. To make it clear: This is not 
a systematic literature review. What we did is follow the arguments within 
the social-science discourse concerning the topic of hate speech on social 
media platforms. In that sense, we applied no clear-cut exclusion criteria. 
We pursued our research question by searching for papers that contained 
our keywords listed above.

Our literature review identifies five patterns of problematizing online hate 
speech. (1) systematic perspectives on problems of conceptually operationaliz-
ing online hate speech; (2) intentionalist perspectives on actors and their 
motives and strategies; (3) consequentialist perspectives on victims of online 
hate speech; (4) perspectives on media affordances, infrastructures, and stra-
tegies; and finally, (5) normative perspectives on the consequences of online 
hate speech.

Results

Systematic perspectives: what is online hate speech?

First and foremost, systematic perspectives have problematized the semantic 
blurriness and polysemy of the concept of “online hate speech.” Systematic 
reviews in this vein have been published on scholarly work in legal and 
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communication studies (Paz, Montero-Díaz, & Moreno-Delgado, 2020), from 
the perspective of critical race studies (Bliuc, Faulkner, Jakubowicz, & 
McGarty, 2018; Matamoros-Fernández & Farkas, 2021), with regard to algo-
rithms (Poletto, Basile, Sanguinetti, Bosco, & Patti, 2021; Yin & Zubiaga,  
2021), with a view to (technical) interventions against online hate (Alkomah 
& Ma, 2022; Demilie & Salau, 2022; Windisch, Wiedlitzka, & Olaghere, 2021), 
with regard to children (Kansok-Dusche et al., 2022), and from a social- 
psychology perspective (Castaño-Pulgarín, Suárez-Betancur, Vega, & López,  
2021). Moreover, the complexity of the endeavor to systematically capture 
online hate speech has attracted attention in various disciplines in the social 
sciences, such as communication studies (Boromisza-Habashi, 2013; 
Frischlich, Boberg, & Quandt, 2019; Keller & Askanius, 2021; Klein, 2017; 
Paz, Montero-Díaz, & Moreno-Delgado, 2020; Quandt, 2018), political science 
(Brown, 2018; Gelber, 2021), history (Goldberg, 2017), philosophy (Frick,  
2017), criminology (Williams & Burnap, 2015), anthropology (Pohjonen & 
Udupa, 2017), psychology (Hellsten, Crespi, Hendry, & Fermani, 2021), com-
putational social sciences (Cinelli et al., 2021; Cinelli, De Francisci Morales, 
Galeazzi, Quattrociocchi, & Starnini, 2021; Jigsaw, 2021), as well as theater 
studies (Bachmann, 2019) and literary studies (Wagner-Egelhaaf, 2020).

Online and offline hate speech
As critical race studies have emphasized, the concept of hate speech owes its 
existence to its specific historical context as well as genuine experiences of 
discrimination and oppression (for an overview, see Matsuda, 1989; Walker,  
1994; Brown, 2018 on the legal background, see Eickelmann, 2017). Against 
this backdrop, the question arises to what extent hate speech practices differ in 
terms of whether they occur online or offline (Brown, 2018). Judith Butler has 
already posed the fundamental problem in linguistic terms of defining hate 
speech offline: “To decide the matter of what is a threat or, indeed, what is 
a word that wounds, no simple inspection of words will suffice” (Butler, 1997, 
p. 13). In Butler’s perspective, words, beyond their use and their history, have 
no intrinsic characteristic that could explain their hurtful power. Yet even 
including the contexts of abuse does not suffice for adequately coming to grips 
with the phenomenon, according to Butler: “But the circumstances alone do 
not make the words wound” (Butler, 1997). What remains unexplained, she 
argues, is why some expressions are more easily detached from their power to 
wound than others.

Accordingly, Sponholz has attempted to differentiate the concept of hate 
speech further from the perspective of speech act theory in order to develop an 
explanatory framework. She hereby refers to the origin of the term hate speech 
in critical race theory and concludes that, if this distinction or demarcation 
were not made, “the power definition or the essence of hate speech as a form of 
discrimination would be erased because ‘hate on the internet’ can impact 
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anyone” (Sponholz, 2020, p. 63; trans.). Sponholz concludes: “However, a term 
created to give a name to the symbolic subjugation of historically oppressed 
groups (‘hate speech’) cannot simply be used to refer to a problem that can 
affect anyone (online harassment). Here, scholarship needs to be more precise 
in its conception and use of the everyday expression if it wants to produce 
insight” (Sponholz, 2020). The operationalization of the phenomenon “online 
hate speech” thus proves to be not only epistemologically ambiguous. It also 
turns out that the concept must be situated within complex power relations. 
Within that context, Katherine Gelber (2021) has elaborated “a systemic 
discrimination approach to defining hate speech” (p. 407) that focuses on 
power relations, institutional scripts and speaking positions that enable online 
hate speech. Such systematic perspectives deal with the problem of whether 
concepts of online hate speech are sensitive to power relations within asym-
metric institutional contexts of communication and whether they are suitable 
to capture and explain systemic forms of exclusion, subordination, and 
discrimination.

Operationalizing online hate speech
The concepts of “hate speech” (Burch, 2018; Jakubowicz et al., 2017; Klein,  
2012; Lumsden & Morgan, 2017; Oksanen, Räsänen, & Hawdon, 2014; 
Peterson & Densley, 2017), “extreme speech” (Udupa & Pohjonen, 2019) 
“cyber” or “online hate” (Hawdon, Costello, Barrett-Fox, & Bernatzky, 2019; 
Olson, 2020), “online aggression” (Stahel & Weingartner, 2019), “incivility” 
(Papacharissi, 2004; Su et al., 2018), “toxicity” (Jigsaw, 2021), “online extre-
mism” (Hawdon, Costello, Barrett-Fox, & Bernatzky, 2019), “cyberviolence” 
(Peterson & Densley, 2017), and “cyber racism” (Bliuc, Faulkner, Jakubowicz, 
& McGarty, 2018) tend to focus on group-based hate communication. 
Nevertheless, it remains not only unclear what phenomenona these different 
concepts are supposed to denote but also how these concepts can be differ-
entiated from each other.

Pars pro toto for a problem that a vast amount of scholarly literature 
diagnoses, the concept of “hate speech lacks unique, discriminative features” 
(Zhang & Luo, 2019) and for this very reason is not only difficult to identify 
theoretically but also difficult to operationalize methodically and methodolo-
gically. Therefore, nuanced and rapidly growing multi-disciplinary research 
fields have addressed the operationalization and definition problem of online 
hate speech (Meibauer, 2014; see also Baider, 2020; Chetty & Alathur, 2018; 
Gelber, 2021; Sponholz, 2018; Eickelmann, 2017; Keipi, Oksanen, & Räsänen,  
2017; Paasch-Colberg & Strippel, 2021; Castaño-Pulgarín, Suárez-Betancur, 
Vega, & López, 2021; Chen, Muddiman, Wilner, Pariser, & Stroud, 2019; 
Fortuna & Nunes, 2019 or earlier, Duffy, 2003).

Thorsten Quandt has developed a concept for the definition of online hate 
speech that is widely used within communication studies (Boberg, Schatto- 
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Eckrodt, Frischlich, & Quandt, 2018; Frischlich, Boberg, & Quandt, 2019). 
Quandt systematizes the blurriness of the concept along the lines of “(a) 
wicked actors, (b) sinister motives and reasons for participation, (c) despicable 
objects/targets, (d) intended audience(s), and (e) nefarious processes/actions” 
(Quandt, 2018; see also Quandt, 2021 and in reference to Quandt: Westlund,  
2021; De Vreese, 2021). To give another example, Paasch-Colberg, Strippel, 
Trebbe, and Emmer (2021) identify five modes of communication of online 
hate speech as “racist othering” (us-against-them rhetoric), “racist criminali-
zation” (immigrants as a threat), “dehumanization,” “raging hate” (demanding 
physical violence against immigrants), and/or finally the “call for hate crimes” 
(p. 176 f.).

For the concept of toxicity, the following definition has been proposed: 
Toxicity characterizes “a rude, disrespectful, or unreasonable comment that is 
likely to make you leave a discussion” (Jigsaw, 2021). This, however, immedi-
ately raises the question as to what a “rude” comment is. Or regarding the 
incivility model: “Given this, we define incivility as features of discussion that 
convey an unnecessarily disrespectful tone toward the discussion forum, its 
participants, or its topics” (Coe, Kenski, & Rains, 2014, p. 660). But again, what 
is a “disrespectful tone”? To answer this question, Coe et al. refer to a number 
of studies (Anderson, Brossard, Scheufele, Xenos, & Ladwig, 2013; Borah,  
2012; Brooks & Geer, 2007; Carter, 1998; Papacharissi, 2004) that suggest 
that civil forms of discourse are indispensably linked to mutual respect.

Accordingly, hate speech is problematized as a form of communication in 
which individuals or groups of individuals are defamed on the basis of 
a collective, ascribed, and stigmatizing group characteristic (e.g., ethnicity, 
sex, religious affiliation, sexual orientation; Castaño-Pulgarín, Suárez- 
Betancur, Vega, & López, 2021; Hawdon, Oksanen, & Räsänen, 2017; 
Höntzsch, 2020; Sponholz, 2020; Wachs & Wright, 2019; Zhang & Luo,  
2019; Álvarez-Benjumea & Winter, 2018). In contrast, the terms cyberbullying 
and cyberstalking in particular are used to describe individual strategies of 
communication (Hawdon, Costello, Barrett-Fox, & Bernatzky, 2019). The 
boundary between hate speech and, for example, cyberstalking is thus drawn 
primarily according to the distinguishing criterion of the attributed group 
reference of victims of hate communication (individual vs. collective/groups). 
The aim of cyberbullying is seen as directly harming the victims as individuals, 
to threaten or embarrass them, in order to exclude them socially (Ang, 2015; 
Hellsten, Crespi, Hendry, & Fermani, 2021; Peterson & Densley, 2017, p. 9).

Intentionalist perspectives: actors, motives, and strategies of hate speech

Intentionalist conceptions of online hate speech ask about the actors involved. 
Who typically spreads hate online? What motives guide the perpetrators? 
These questions come into view from popular scientific (Nagle, 2017), 
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theoretical (Douglas, 2016), and methodologically quantitative (Artime, 2016; 
Borgeson & Valeri, 2004; Mathew, Dutt, Goyal, & Mukherjee, 2019; Ozalp, 
Williams, Burnap, Liu, & Mostafa, 2020) as well as qualitative perspectives 
(Erjavec & Poler Kovačič, 2012; Lumsden & Morgan, 2017; Marwick & 
Caplan, 2018).

Actors: Of unemployed men, right-wing radicals, misogynists, trolls, bots, states
Artime (2016) identifies “unemployed, unmarried men” as the primary group 
of actors in comment sections (p. 8). In this regard, the troll has been 
established as the paradigmatic social figure for explaining online hate speech. 
Trolls are conceptualized as individuals who get enjoyment from confronting 
other (groups of) people with hate speech and by destroying and sabotaging 
discursive routines (for an overview, see Lumsden & Morgan, 2017). “Trolls 
just want to have fun,” as, for example, Erin Buckels, Trapnell, and Paulhus 
(2014) explain with reference to the sadistic personality profiles of those 
engaging in such activity. Additionally, some scholars have elaborated on 
various actors involved in online hate speech and considered troll on grounds 
of their political and ideological orientation. For example, perpetrator profiles 
have been analyzed with focus on individuals expressing right, right-populist, 
and right-wing radical fascist views (see, e.g., Fielitz & Thurston, 2019). Their 
practices have been classified within broader conceptualizations such as “digi-
tal fascism” (Fielitz & Marcks, 2019), “cyber fascism” (Griffin, 2000), or 
“broadband terrorism” (Feldman, 2009). Accordingly, staunchly anti- 
feminist positions (Drüeke & Klaus, 2014) and/or anti-Islamist views have 
also been identified (Alcántara-Plá & Ruiz-Sánchez, 2017).

From an intentionalist perspective, scholarly work on online hate speech 
largely assumes that human actors are immediate or indirect causal agents. 
Kim, Graham, Wan, and Rizoiu (2019, p. 3) have also tagged states (e.g., 
Russia) as an additional group of actors to which they ascribe an interest in 
disrupting and subverting Western public discourses (Kim et al. also refer to 
Badawy, Ferrara, & Lerman, 2018; Broniatowski et al., 2018). Using tweets 
from the 2020 U.S. presidential election campaign, Chang, Chen, Zhang, 
Muric, and Ferrara (2021) have examined the emergence of social bots as 
a group of actors. They suggest that social bots will continue to be deployed 
prominently in online debates. (Chang, Chen, Zhang, Muric, & Ferrara, 2021; 
see also Gorodnichenko, Pham, & Talavera, 2018; Zhuravskaya, Petrova, & 
Enikolopov, 2020; Yang et al., 2019; Zelenkauskaite & Balduccini, 2017; 
Ferrara, Varol, Davis, Menczer, & Flammini, 2016; Aiello, Deplano, 
Schifanella, & Ruffo, 2012). Online hate speech, then, cannot simply be 
attributed to young, white (unemployed) males. What becomes visible is 
a disparate mix of actors, technological sets of instruments (bots), and institu-
tions (states).
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Motives for online hate speech: Ideologies and psychopathologies
Intentionalist perspectives examine the motives and reasons that animate 
individuals and/or groups to actively participate in various forms of hate 
communication (Burch, 2018; Jikeli, Cavar, & Miehling, 2019; Kopytowska 
& Baider, 2017; Oksanen, Räsänen, & Hawdon, 2014; Sorokowski, Kowal, 
Zdybek, & Oleszkiewicz, 2020). These contributions to the research prioritize 
uncovering individual psychological motivations or group dynamics. Studies 
in this vein highlight individual characteristics such as vengefulness, anger, 
and sadism (Beckert & Ziegele, 2020; Buckels, Trapnell, & Paulhus, 2014; 
Craker & March, 2016; Sest & March, 2017)

Just as numerous and heterogenous as the perpetrator profiles encountered 
in research are the motives that can be identified. While the above-mentioned 
studies argue in terms of individual psychology, some also refer to the motiva-
tional force of group dynamics as an explanatory variable (Wachs, Wettstein, 
Bilz, and Gámez-Guadix (2022). Important insights for the internal differen-
tiation of ideological motive structures of online hate speech can be found for 
“racism” (Ben-David & Matamoros-Fernández, 2016; Bliuc, Faulkner, 
Jakubowicz, & McGarty, 2018; Chaudhry & Gruzd, 2020; Cohen, Holt, 
Chermak, & Freilich, 2018; Faulkner & Bliuc, 2016, 2018; Matamoros- 
Fernández & Farkas, 2021; Matamoros-Fernández, 2017), for 
“Islamophobia” (Evolvi, 2019; Froio, 2018; Hanzelka & Schmidt, 2017; 
Horsti, 2017), and for hate speech based on sex/gender or sexual orientation 
(Dragiewicz et al., 2018; KhosraviNik & Esposito, 2018; Sobieraj, 2018).

Consequentialist perspectives: different groups of victims

While intentionalist perspectives discuss which actors generate online hate 
speech, consequentialist perspectives problematize the consequences of hate 
speech for different groups of victims. Oksanen, Räsänen, and Hawdon (2014, 
p. 25 f.) assume that differentiation of an ingroup and an outgroup is decisive 
for defining online hate speech. The boundary between “us” and “them” is 
thereby maintained through targeted communicative acts. Hate speech thus 
manifests itself as an insulting, exclusionary, intimidating, or discriminatory 
act of communication against a specific outgroup Schulzke (2016); Simpson 
(2013).

The victims accounted for are above all women (Chen et al., 2020; Drüeke & 
Klaus, 2014; Ganz & Meßmer, 2015; Pritsch, 2011; Ringrose, Harvey, Gill, & 
Livingstone, 2013; Sobieraj, 2018; Sundén & Paasonen, 2018), children and 
adolescents (Wiederer, 2003), the LGBTIQ+ community (Cleland, Magrath, & 
Kian, 2018), members of various ethnic groups (Boromisza-Habashi, 2013; 
Daniels, 2009; Holt, 2018; Kettrey & Laster, 2014; Miškolci, Kováčová, & 
Rigová, 2020; Ortiz, 2019; Park, 2017), members of various religions 
(Muslims: Evolvi, 2018, 2019; Horsti, 2017; Froio, 2018; Farkas, Schou, & 
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Neumayer, 2018; Zempi & Awan, 2016; Hanzelka & Schmidt, 2017; Awan,  
2016; Jews: Hardy & Chakraborti, 2020; Jikeli, Cavar, & Miehling, 2019; 
Schwarz-Friesel, 2019), and disabled people (Burch, 2018).

Attempting to exemplify this perspective on the victims of online hate 
speech, it has been noted in (feminist) scholarly work on the relationship 
between gender and digitality that the Internet is a space of free development, 
especially with regard to identity issues and politics: “Such spaces have proven 
to be valuable sources of solidarity for those from disadvantaged groups” 
(Sobieraj, 2018, p. 1,701). At the same time, however, a countermovement 
can be observed: “In terms of gender inequality, digital publics are rife with 
male resistance to women’s involvement in public life. There is a steady 
drumbeat of sexism directed at many women who participate in public dis-
course” (Sobieraj, 2018, p. 1,701).

Kenski, Coe, and Rains (2020) point out that online hate speech is perceived 
differently, leading to correspondingly different victim stories and different 
ways of dealing with online hate: “Taken as a whole, the results related to the 
research question demonstrate that an audience’s perceptions of uncivility are 
not likely to be uniform. Scholars and practitioners cannot assume that all 
audience members will interpret an uncivil act in the same way” (p. 809). This 
finding of internal differentiation in the perception of hate speech is explained 
from a psychologistic and causal analytic perspective. What is observed are the 
“individual characteristics that influence perceptions of incivility” (Kenski, 
Coe, and Rains (2020)). A study by Costello, Hawdon, Bernatzky, and 
Mendes (2019) shows that the probability of becoming a victim of symbolic 
violence online can depend on specific factors. Factors increasing the like-
lihood of seeing oneself as a victim of hate speech are, for example, the length 
of time spent online, the number of different sites and Internet services used, 
and one’s belonging to ethnic minorities. We want to emphasize one particular 
assumption that Costello et al. express in the context of their study, namely, 
their finding of differences regarding the reception of hate online: “Many 
people view hate materials without experiencing negative consequences, and 
most hate messages do not directly advocate violence” (Costello, Hawdon, 
Ratliff, & Grantham, 2016, p. 312). In this regard, Costello et al. refer to various 
previous studies that have produced similar results (Douglas, McGarty, Bliuc, 
& Lala, 2005; Gerstenfeld, Grant, & Chiang, 2003; Glaser, Dixit, & Green, 2002; 
McNamee, Peterson, & Peña, 2010). This again shows that (hateful) appella-
tion (online) does not have to be perceived and processed as such. It can also 
be ignored, in which case hate often simply becomes an act of communication 
no longer succeeded by connecting acts of communication. Nevertheless, 
consequences of online hate speech certainly can be identified, such as the 
generation of fear, the loss of social trust, the promotion of discrimination and 
extreme attitudes, and ultimately the stoking of violence and terror (Costello, 
Hawdon, Ratliff, & Grantham, 2016, p. 312).
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Perspectives on media affordances, infrastructures, and strategies

Media infrastructures and practices are problematized in the context of online 
hate speech from at least three perspectives. (1) A first perspective problema-
tizes the genesis, dissemination, and promotion of online hate speech via 
platform architectures, business models, and media infrastructures. (2) 
A second perspective problematizes how the identification of acts of commu-
nication as online hate speech is possible via technological devices (e.g., 
algorithms as regulatory machines [Katzenbach, 2018], buttons/flagging 
[Crawford & Gillespie, 2016; Kalch & Naab, 2017]). (3) A third perspective 
elaborates on the media practices that result from platforms as contexts of 
communication.

Media affordances and technological infrastructures of hate speech
The importance of affordances for the usage of media has been highlighted 
as the fundamental issue in media theory and media sociology (for an 
overview, see Bucher & Helmond, 2017; for an introduction, see Gibson,  
2015, 1982) and has also been stressed with regard to the use and proces-
sing of social media platforms (Gillespie, 2015). A seminal study on the 
media infrastructures of social media platforms has been conducted by Van 
Dijck and Poell (2013). They observe a “social media logic” consisting of 
four elements that complements the logic of mass media. These elements 
are “programmability, popularity, connectivity, and datafication” (Van 
Dijck and Poell (2013) p. 5). Accordingly, studies that view hate commu-
nication as a media-produced phenomenon problematize how a “network 
media logic” (Klinger & Svensson, 2015) increases the likelihood of online 
hate speech (Klein, 2012; Matamoros-Fernández, 2017; Sydnor, 2018). 
Here, media are conceptually understood as “virtual stages of hate” 
(Kilvington, 2021), as “toxic technocultures” (Massanari, 2017), “plat-
formed racism” (Matamoros-Fernández & Farkas, 2021; Matamoros- 
Fernández, 2017), or “mediatized contempt” (Eickelmann, 2014, 2017). 
Hate speech is problematized as a “sociotechnical process” (Sponholz,  
2021, p. 15; trans.), for instance, when “shitstorms” are made possible in 
the first place by digital media infrastructures (Gaderer, 2018; Stegbauer,  
2018). Factors identified here include filter-bubble or echo-chamber effects 
and thus the self-reinforcing and radicalizing effects of network infrastruc-
tures on communication processes (Cinelli et al., 2021; Cinelli, De Francisci 
Morales, Galeazzi, Quattrociocchi, & Starnini, 2021). While reasonable 
arguments have been made that criticize the echo chamber thesis (Bruns,  
2019a, 2019b; Törnberg, 2022), scholars have continued to differentiate 
contributing media infrastructural factors that promote online hate speech: 
for example, the anonymity of public communication (Black, Mezzina, & 
Thompson, 2016; Uth & Meier, 2018; Wekesa, 2019), the real-time nature 
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of communication, the length of communication processes on platforms as 
well as the number of comments (Cinelli, De Francisci Morales, Galeazzi, 
Quattrociocchi, & Starnini, 2021), the “context collapse” (Marwick & Boyd,  
2010) of different contexts and publics mediated within the network, and 
the affective dynamics of digital publics (Stegbauer, 2018 ff.; Wagner, 2019).

Strategies: Agonistic publics
This perspective focuses on practices and strategies of online hate speech. 
What comes into view here are practices of trolling and flaming (McCosker,  
2014; Morgan, 2022; Ortiz, 2020; Phillips, 2019), stereotyping (Sundén & 
Paasonen, 2018), rhetorics of devaluation, insult, name-calling, sexual harass-
ment, as well as the communication of obscenities, slandering and defamation, 
threats, silencing (surveyed in Andersen, 2021; Anderson & Barnes, 2022), and 
aggressive lexis in general (Lingam & Aripin, 2017). These strategies and 
practices are understood as “in-your-face politics” (Mutz, 2015) and micro- 
aggressions that are applied strategically by users in comment sections to draw 
attention to topics in the first place and thus create public spheres.

On the basis of this understanding there is scholarly work that addresses the 
function of hate speech in forming agonistic digital publics (McCosker, 2014). 
Following McCosker (2014), Frances Shaw (2016) assumes that trolling and 
provocations on the Internet do not necessarily contribute to foreclosing and 
destroying public discourses. She uses the example of the Facebook and 
Instagram page “Bye Felipe,” a feminist campaign that features screenshots 
of examples of online hate toward women to show how a feminist discourse 
space forms when provoked by misogynistic communication: “Understood in 
this way, provocation can provide opportunities for the articulation of political 
claims” (Shaw, 2016, p. 8). However, she argues that “conflict or provocation 
can also be productive of a discursive politics in which a political community is 
able to define itself in opposition to others” (Shaw, 2016). Thus, she claims, it 
is not only hate speech that comes into view on the webpages of the afore-
mentioned campaign; it also becomes apparent that the confrontation between 
trolls, haters, and feminists can give rise to the formation of political alliances 
(e.g., through the use of hashtags) and the articulation of political demands. 
This shows that hate on the Internet can be morally, legally, and ethically 
reprehensible but may nonetheless prove quite functional for the emergence of 
public spheres. Hate comments foster debates insofar as they promote the 
connectivity of communication. These acts of communication do not even 
have to refer directly to one another. The public sphere that is created in this 
way does not constitute a space of rational discourse in the sense of 
Habermasian discourse theory. Hate comments do, however, generate public 
spheres to the extent that antagonistic parties are able to connect and contend 
with one another (Wagner, 2019; see also Rega & Marchetti, 2021 for political 

THE COMMUNICATION REVIEW 221



discourse in Italy as well as Bratslavsky, Carpenter, & Zompetti, 2020; Montez 
& Brubaker, 2019 for U.S. presidency discourse).

Technological identification of online hate speech
Algorithms have emerged as technologies for detecting and sorting out online 
hate speech (Gorwa, Binns, & Katzenbach, 2020; Katzenbach, 2016, 2018). 
Thus, the ever-growing field of computational social sciences is devoted to the 
question of detecting and combating hate speech by means of self-learning and 
automated programs (Fortuna & Nunes, 2019; Jigsaw, 2021; Jurgens, 
Hemphill, & Chandrasekharan, 2019; Schmidt & Wiegand, 2017; Van Aken, 
Risch, Krestel, & Löser, 2018; Vidgen et al., 2019; Waseem, Davidson, 
Warmsley, & Weber, 2017).

MacAvaney et al. (2019) have shown from a computer science perspective 
that automated big data analyses also know limitations. In particular, auto-
mated algorithm-based methods for detecting hate speech systematically 
neglect “user intent and context” (MacAvaney et al. (2019) p. 13). In addition, 
the authors point out that algorithms inherently have an “interpretability 
problem – that is, it can be difficult to understand why the systems make the 
decisions that they do” (MacAvaney et al. (2019) p. 1). In a very similar vein, 
Gorwa, Binns, and Katzenbach (2020) also note with respect to platform- 
specific regulation and moderation algorithms that “these systems remain 
opaque, unaccountable and poorly understood” (p. 2). Bonilla and Rosa 
(2015) make a further methodological argument with respect to research on 
Twitter hashtags, which can also contribute to the spread of hate online. Even 
data-intensive hashtag ethnographies must be contextualized, otherwise they 
have no diagnostic value: “The only way to really know what these tweets were 
‘about’ was to view them in the context of the individual tweeters themselves: 
when they were posting, what they had previously posted, who they had begun 
following, and what they were retweeting” (Bonilla and Rosa (2015) p. 7). 
Algorithms do indeed determine structures of relevance, yet it is not sufficient 
to establish algorithmic search operations for detecting online hate speech 
(Schmidt & Wiegand, 2017; Zhang & Luo, 2019). This is because algorithms 
cannot trace the context of communication offers. Data becomes information 
only in contexts; algorithms can therefore hardly function without context 
knowledge (see, e.g., Boyd & Crawford, 2012; Schmidt & Wiegand, 2017; 
Zhang & Luo, 2019). Therefore, significant swaths of the qualitative and 
particularly of the quantitative research point out that online hate speech 
needs to be studied in its differentiated and situated contexts, while at the 
same time noting that it is precisely this contextual data that is missing, 
thereby identifying this as a gap in the research record.
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Normative perspectives: counternarratives, community moderation, normative 
regulations

Regulatory perspectives inquire into the consequences of online hate speech. 
These consequences can be differentiated according to whether they (1) are 
understood as secondary effects of online hate speech on other social fields, 
logics, practices, and discourses or whether (2) one asks what lessons can be 
drawn from the spread of online hate speech about how to combat it.

Co-evolution of hate speech and hate crime
The social-scientific discussion about online hate speech is particularly urgent, 
among other reasons, as it identifies the issue of hate speech and hate crime 
being connected to each other in a mutually constitutive and co-evolutionary 
relationship. On the one hand, research has been conducted on whether 
specific events (e.g., terror attacks) trigger hate communication (Scrivens 
et al., 2021 with references to Bliuc, Betts, Vergani, Iqbal, & Dunn, 2019; 
Kaakinen, Oksanen, & Räsänen, 2018; Miro-Llinares & Rodriguez-Sala, 2016; 
Williams, Burnap, & Sloan, 2017; Miro-Llinares, Moneva, & Esteve, 2018; 
Williams & Burnap, 2015; Burnap et al., 2014). On the other hand, online 
hate speech results in hate finding its way from the comment section to the 
streets (on this, see Marcks & Pawelz, 2022). In Germany, for example, acts of 
violence and terror attacks attributed to networking practices on social media 
have taken place in the cities of Halle, Hanau, and Bautzen (on Bautzen, see 
Laux & Schmitt, 2017). In the case of the Christchurch, New Zealand, attack, 
the terrorist broadcast a live video of the crime on the social media platform 
8chan, commenting that he was now putting his “shitposting” into action 
(Williams, Burnap, Javed, Liu, & Ozalp, 2020). National and international 
studies can be found that point to the causal effects of online hate commu-
nication on offline hate crimes (Chan, Ghose, & Seamans, 2016; Müller & 
Schwarz, 2021). Schools in particular are the focus here, along with “the 
importance of teaching digital civility in schools” (Dishon & Ben-Porath,  
2018; see also Simpson, 2019 for an overview, see Nisa & Setiyawati, 2019).

Consequences for theories of the public sphere and of democracy
At the same time, it is above all the negative consequences of online hate 
speech for the formation of the public sphere that are increasingly being 
discussed. From a normative point of view, hate communication can have 
grave consequences for liberal democracies (Papacharissi, 2004). What has 
been observed in this regard is first and foremost a (gradual) loss of trust in 
liberal civic institutions as well as an increase in intolerance (Goovaerts & 
Marien, 2020; Rossini, 2019). Rossini (2019) draws attention to the specific 
contexts of online hate speech: “Future research needs to shift away from the 
perception that incivility is intrinsically problematic. Instead, researchers 
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should further examine how different online platforms may constrain or 
facilitate expressions of intolerance to understand how platforms might miti-
gate these behaviors to prevent democratically harmful online discussions” 
(Rossini (2019) p. 18). Despite all the divergences in the social-scientific 
debates on online hate, one can identify a kind of mainstream discourse in 
this matter: Hostility to democracy is one of the important threat scenarios 
and thus an anchor point in the debate about online hate, which is taken up 
again and again – not least in contributions form prominent scholars 
(Habermas, 2021).

Identifying, deleting, and reporting hate speech: Moderating incivility
Users commenting under news articles as well as the moderation of these user 
comments by community managers has become established communicative 
practices in digital public spheres (Loosen & Schmidt, 2012; Reich, Domingo, 
Paulussen, Quandt, & Reich, 2011; Ziegele, 2016; Ziegele, Jost, Bormann, & 
Heinbach, 2018). With a view to the active combating of hate speech, com-
munity managers have appeared in editorial teams as a new and important 
group of actors. The task and function of these actors is to moderate or 
comment on the public communication streams on the platform and to delete 
posts that are flagged as “hate communication” and/or (in Germany) report 
them to the public prosecutor’s office.

From the perspective of communication studies and journalism studies, 
a nuanced field of research has opened up on this topic in recent years 
(Boberg, Schatto-Eckrodt, Frischlich, & Quandt, 2018; Chen & Pain, 2017; 
Domingo, Domingo, Paulussen, Quandt, & Reich, 2011; Ferrucci & Wolfgang,  
2021; Frischlich, Boberg, & Quandt, 2019; Gillespie, 2018; Megarry, 2017; 
Paasch-Colberg & Strippel, 2021; Reich, Domingo, Paulussen, Quandt, & 
Reich, 2011; Wintterlin, Schatto-Eckrodt, Frischlich, Boberg, & Quandt,  
2020; Ziegele & Jost, 2020; Ziegele, Jost, Bormann, & Heinbach, 2018). 
Moderation practices are differentiated by function (e.g., “gatekeeping,” 
Chen & Pain, 2017), by strategies, styles, and types (“interactive vs. non- 
interactive moderation,” Boberg, Schatto-Eckrodt, Frischlich, & Quandt,  
2018; “authority,” Wintterlin, Schatto-Eckrodt, Frischlich, Boberg, & 
Quandt, 2020; Ziegele, Jost, Bormann, & Heinbach, 2018; see also section 3.1 
above), as well as by factors that influence the selection criteria of moderation 
practices (such as individual reasons, work routines, or organizational- 
institutional and social-discursive variables, see Paasch-Colberg, Strippel, 
Laugwitz, Emmer, & Trebbe, 2020, p. 112; Shoemaker & Reese, 2014).

Boberg, Schatto-Eckrodt, Frischlich, and Quandt (2018) used Quandt’s 
model to conduct an “automated content analysis” of hate in online comments 
sections. Their algorithmic determination of hate on the Internet is guided by 
Quandt’s model of “dark participation” as well as by the deduction of terms of 
abuse from dictionaries. One of their conclusions is that “to understand 
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moderation decisions, further contextual factors must be considered” (Boberg, 
Schatto-Eckrodt, Frischlich, & Quandt, 2018, p. 64). Correspondingly, 
Frischlich, Boberg, and Quandt (2019) deduce from their qualitative- 
deductive content analysis, again based on Quandt’s model, “that it was less 
community managers’ experiences with but more so their subjective theories 
about (strategic) dark participation that shaped their moderation practices” 
(p. 2,028). The argument here is based on causalities and a deductive search for 
motives. The authors assume that “dark participation” (Quandt) exists and 
then ask about the internal editorial handling of it (on this deductive study 
design, see also Frischlich, Schatto-Eckrodt, Boberg, & Wintterlin, 2021; 
Wintterlin, Schatto-Eckrodt, Frischlich, Boberg, & Quandt, 2020; Ziegele, 
Jost, Bormann, & Heinbach, 2018; Ziegele, Naab, & Jost, 2019).

In this context, a study by Muddiman and Stroud (2017) has shown that 
user comments containing terms of abuse or offensive talk are more likely to 
be deleted. It has also been observed how “toxic talk” (Anderson, Yeo, 
Brossard, Scheufele, & Xenos, 2018) and forms of “incivility” in comment 
sections are directed not only against participants in debates but also against 
the institution of mass media (Anderson, Yeo, Brossard, Scheufele, & Xenos,  
2018) as well as against journalists (Chen et al., 2020; Sarikakis et al., 2021), 
thus bringing about and fueling social radicalization. Normative regulation of 
toxic, incivil, or offensive talk requires operationalization of hate communica-
tion. Such operationalizations function, however, by making strong normative 
assumptions, as we have already elaborated above (Jigsaw, 2021; Kim, Guess, 
Nyhan, & Reifler, 2021; Anderson, Yeo, Brossard, Scheufele, & Xenos, 2018; 
Chen & Pain, 2017; Coe, Kenski, & Rains, 2014; Xiang, Fan, Wang, Hong, & 
Rose, 2012; for an overview, Schwertberger & Rieger, 2021, p. 56; see also 
section 3.1 above).

It becomes apparent that the significance of these new moderating gate-
keepers for theories of democracy is a subject of controversial public and 
scholarly debates. Is it necessary to moderate the communication practices of 
these historically rather novel media producers until they have learned to 
implement a civilized communication practice (see Habermas, 2021)? Or do 
we have to conceptualize the filtering activities of community managers and 
algorithms as a form of non-state censorship (Gonçalves, Weber, Masullo, 
Torres da Silva, & Hofhuis, 2021; Guo & Johnson, 2020; Kalsnes & Ihlebæk,  
2021)?

Normative regulations and counternarratives
Normative perspectives encounter different forms of legal regulation of online 
hate speech. From a legal perspective, the phenomenon of online hate speech 
is often framed as a problem of balancing freedom of opinion against freedom 
of speech (Pöyhtäri, 2014). The German Criminal Code specifies what is 
legally to be considered as hate crimes – namely, communicative forms of 
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expressing opinions (online and offline) that fall into the categories of, for 
example, sedition, defamation, libel, or slander – but fails to define the gray 
area of hate speech (Brugger, 2003a, 2003b). Baldauf, Ebner, and Guhl (2019) 
conclude, “The term ‘hate speech’ is the subject of public controversy. It is 
important to state that hate speech is not a legally specified category in 
Germany. The German Netzwerkdurchsetzungsgesetz [Network 
Enforcement Act] primarily targets hate crime and legally punishable mis-
information. Various definitions exist for hate speech” (p. 7). The Network 
Enforcement Act obliges for-profit platforms in Germany to delete “manifestly 
unlawful content” after receiving a complaint and to report it to the public 
prosecutor’s office (Tworek & Leerssen, 2019). The vagueness of the codifica-
tion of “manifestly unlawful content” thus institutionalizes the problem of 
defining hate speech on a legal, institutional, and operational level, for exam-
ple, in the practice of community moderators on social media platforms or on 
an institutional level (German Press Council, 2017; United Nations, 2020). To 
address this problem, the new legislative package for combating hate crime 
online attempts to deal with hate speech more systematically but also states: 
“Insults, malicious gossip and defamation are not covered by the reporting 
obligation, because it can sometimes be difficult to delimit them from those 
statements which are covered by the freedom of speech” (https://www.bmj.de/ 
EN/FocusTopics/Legislative-package-combat-hate-hate-speech.html).

In addressing this, the literature refers to national or regional differences of 
classifying and regulating online hate speech (Groebel, Metze-Mangold, van 
der Peet, & Ward, 2001, p. 65). There is also what has been referred to as 
a “cyberhate divide” (Daniels, 2009, p. 176), which essentially describes the 
difference between the U.S. approach to hate speech, which is based on the 
protection of the freedom of speech enshrined in the First Amendment, and 
a “strong European stance against hate speech online” Daniels, 2009 p. 22). 
Hawdon, Oksanen, and Räsänen (2017) conclude in their quantitative study 
comparing the four countries USA, Finland, Great Britain, and Germany that 
such different approaches to regulation can in fact have an impact on the 
exposure of online hate speech. It is therefore not surprising that various 
commentators argue for a more uniform regulation of hate speech (for analog 
contexts, see Downing, 1999; Iganski, 1999; Gelber & McNamara, 2015; 
explicitly for digital contexts, see Beausoleil, 2019; Höntzsch, 2020). In this 
discussion, however, the question of the actual mechanisms of demarcation 
between legitimate/acceptable and illegitimate/unacceptable communication 
practices as well as of the actors involved in this demarcation often remains 
unanswered.

Complementing normative regulatory issues is the elaboration of counter-
strategies and counternarratives to hate speech. These researchers ask about 
the possibilities of producing more civility and digital literacy (Pöttker, 2016, 
p. 352; Saputra & Al Siddiq, 2020). At the same time, ethical codes of conduct 
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have also been formulated (Prinzing, 2017, p. 340 f.). Porten-Cheé et al. have 
described different degrees of “online civic intervention” (Porten-Cheé, Kunst, 
& Emmer, 2020 citing among others Kalch & Naab, 2017). Katharina Benesch 
(2020) has developed a proposal for regulating online hate speech for online 
service providers (OSPs) and counternarratives and hashtag movements 
(summarized by Kuehn & Salter, 2020 with reference to Jakubowicz et al.,  
2017; Ray, Brown, Fraistat, & Summers, 2017 among others) have emerged as 
means of combating online hate speech.

Discussion: Towards a functionalist perspective on hate communication

Our literature review has identified five perspectives on online hate speech. 
The systematic perspective diagnoses the fuzziness of concepts and semantics 
of (online) hate speech, attempts to order the phenomenon of online hate 
speech conceptually, and tries to integrate it coherently into existing concep-
tual frameworks (3.1). The intentionalist perspective inquiries into the actors 
and their motives and intentions when uttering online hate speech (3.2). The 
consequentialist perspective focuses on differentiating victim groups and the 
consequences that they experience when they are confronted with online hate 
speech (3.3). The normative perspective examines above all the pathological 
and dysfunctional impact of online hate speech for political institutions, 
cultures, and values and inquires into strategies and modes of regulating, 
countering, and moderating online hate speech (3.5). Within these perspec-
tives, online hate speech is often conceived as the result of intentions and 
causalities, for example, by narrowing the question down to the perpetrators’ 
motive or the victims’ experiences. Then again, online hate speech is analyzed 
by making strong theoretical-deductive assumptions about what online hate 
speech is and what it is not, as we have shown in our discussion of the concepts 
of “incivility” (Su et al., 2018), “toxicity” (Jigsaw, 2021), “negative speech” 
(Ben-David & Matamoros-Fernández, 2016), or “dark participation” (Quandt,  
2018). In these studies, normative assumptions imply the dysfunctionality of 
online hate speech for digital publics. In our assessment, hate speech studies 
fail to meet the task of understanding the function of online hate speech in its 
full complexity when proceeding as described above. They usually define it 
away by referring to a deductive or normative definition. These attempts at 
conceptual operationalization narrow the problem to the question of what 
online hate is.

In contrast to intentionalist takes on online hate speech, infra-structural 
perspectives analyze the media logic of platforms and emphasize how media 
contexts and strategies can enable and hinder online hate speech (3.4). 
Scholarly work on media contexts and strategies addresses a blind spot within 
a wide range of hate speech studies when it applies perspectives that show us 
how online hate speech is practically constituted in different media contexts of 
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communication. Building on this idea of such infra-structural perspectives, we 
want to propose a functionalist systems-theoretical perspective on hate com-
munication and on this basis develop a media-sociological framework for 
analyzing online hate speech (Barth & Wagner, 2021). A systems-theoretical 
perspective connects with the process-oriented paradigm of doing hate speech 
that infra-structural perspectives have employed. In our understanding, 
a “conceptual language of relations,” as Goffman put it in his sociological 
study of stigma (Goffman, 1963/1986/1986, p. 11), and less a language of 
essentialisms is needed to understand online hate speech.

In the following, we outline four research proposals for a systems- 
theoretical perspective: (1) Such a perspective must conceptualize hate as 
hate communication, (2) analyze different communicative contextures, 
and 3) develop a media archeology of negation and conflict communication 
that (4) focus on the function of conflict and hate communication for the 
emergence of (counter-)publics.

(1) Hate as hate communication
From our everyday perspective, it is often the speaker’s motives that suppo-
sedly guide us in understanding meaning: What did the speaker say? What did 
she mean exactly? From a feminist and critical language-theory perspective, 
however, it is the other way around: It should be the victim who decides 
whether a comment was insulting, invective, or hateful. The aforementioned 
questions already imply that a communicative act is attributed to a person only 
after the completion of the act.

A systems-theoretical perspective on online hate speech is not interested in 
singular speech acts, motives, intentions, or experiences of hate speech but in 
communicative processes. This perspective does not address the question of 
what online hate speech is but how communicative acts can be understood as 
hate communication within a social system. In this context, Niklas Luhmann 
distinguished three “thresholds of discouragement” (Luhmann, 1981, p. 124) 
of communication: 1) The improbability of an identical understanding of 
meaning, which follows from the operational closure and the related mutual 
non-transparency of psychic systems. 2) The improbability of reaching 
a greater number of recipients of communication beyond those present. 3) 
The improbability of successful communication, as “[e]ven if 
a communication is understood, there can be no assurance of its being 
accepted” (Luhmann, 1981). Solving “the problem of improbability in the 
process of communication” is the function of media (Barth, 2020, p. 32) 
Luhmann thus assigned the three basic problems to three types of media: 1) 
Language solves the problem of the improbability of understanding; 2) dis-
semination media (writing, print, mass media) solve the problem of reaching 
absent others; 3) success media or symbolically generalized communication 
media (e.g., power, love, truth, law, money) solve the problem of the 
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improbability of successful communication by eliciting the motivation to 
accept specific selections. Instead of treating communication as the pursuit 
of understanding or the transmission of meaning and thus as a solution to the 
problems of communication, systems theory conceives of communication 
itself as a problem calling for a solution. Social order becomes possible because 
meaningful patterns of the mutual adaption of behavior and coordination of 
action can be stabilized in the process of communication.

In the perspective that we are proposing here, we do not observe “hate” as 
an individual motive, nor as an emotion of resentment, hostility, or contempt 
but as a code of communication by which actors express, form, and simulate 
emotions or impute them to others and form expectations as to the conse-
quences of their attributions for communication (Luhmann, 1986, p. 20). This 
implies a low-threshold and empirically open concept of hate communication 
that is interested in how communicative acts are related and connected to each 
other to facilitate the emergence of patterns of communication. Here, we 
explicitly draw on the concept of invective communication practices 
(Ellerbrock et al., 2017). This concept conceives of communication as hate 
communication when those involved in the communication attribute 
a polemogenous, transgressive, or “invective” (Ellerbrock et al., 2017) char-
acter to a communicative act and it is therefore understood and experienced as 
a form of disregard, devaluation, or discrimination: “The term [invectivity] 
shall center on all aspects of communication (verbal or nonverbal, oral, 
written, gestural or graphic) that are geared toward degrading, hurting, or 
marginalizing others.” (Ellerbrock et al., 2017 trans.) This concept of invective 
communication connects extremely well with our concept of the polycontex-
turality of hate communication. It remains an open empirical question how, 
by whom, and in which context a breach of the boundaries of respect, and 
which ones, are characterized as a transgression. Yet, while this line of inquiry 
cannot help to find a standardized definition of hate communication for 
research, it does, however, make it possible to answer questions about the 
practical attribution of meaning to the phenomenon of “hate communication” 
within different communicative contextures.

(2) Analyzing differing communicative contextures
From a systems-theoretical perspective, modern society is differentiated into 
incommensurable systems (medical, legal, religious, scientific, economic, etc.) 
all of which simultaneously structure their communication processes accord-
ing to their own functional logics (Luhmann, 2012). For example, from 
a political perspective, the problem arises whether the stronger political 
regulation of hate speech on social media platforms can be an opportune 
political issue to secure political majorities or whether engaging in hate speech 
itself could be an opportune political strategy to gain power. An economic 
perspective might, for instance, require considering the question if online hate 

THE COMMUNICATION REVIEW 229



speech is a risk to the business model of a platform or perhaps stoking it 
promises to be a profitable business model itself. From a religious perspective, 
the attractiveness of hate speech can be related to questions about the sinful 
nature of human beings. From a normative-legal perspective, hate speech is 
a problem of balancing conflicting legal interests (freedom of speech versus 
personal rights) and integrating new laws into existing formal legal corpora. 
And from a scientific perspective, hate speech raises issues, for example, of 
methodologically ensuring that our concepts of hate speech actually measure 
the phenomenon in order to learn to distinguish true from false statements 
about it. From the perspective of the mass media, hate speech makes for a very 
good story and topic for reporting on hate in mass media as the conflicts and 
scandals associated with it generate high informational value. From a medical 
perspective, by contrast, users displaying persistent invective communication 
patterns might be seen as pointing to mental pathologies and behavioral 
disorders that may require medical consultation. From an aesthetic-artistic 
perspective, new forms of public speaking appear as a medium for the creation 
of new aesthetic forms and formats, for example, when parodic meme cultures 
form around figures like Pepe the Frog. And from a pedagogical perspective, 
unbridled hateful speech might draw attention primarily as a problem of a lack 
of socialization and a failure to meet the affectual standards of civilization. 
These brief examples show that contexts have their own logics and interrela-
tionships with other contexts. This “simultaneity of the different” (Nassehi,  
2006, p. 429; trans.) constitutes a polycontextual world. Every context is only 
a context within the context of other contexts and must therefore be examined 
as a communicative contexture (Günther, 1979). As a consequence, 
a functionalist perspective on hate communication does not ask what online 
hate is or what motives drive it. What matters from a systems-theoretical 
perspective is rather the empirical contextures of hate communication and the 
particular, specific communicative connections that could always also be other-
wise. In this vein, an intended insult does not have to be understood and 
processed as such and responded to accordingly. It could always potentially be 
interpreted and responded to in ways that deviate from what had been 
intended. We therefore propose to focus on the communicative processes 
that reveal points at which different and incommensurable options for sub-
sequent communication to connect with become available.

The framework sketched here suggests some questions for empirical 
research in media sociology and hate speech studies. The dichotomy of free-
dom of speech versus hate speech must be translated sociologically into the 
problem of multiple communicative contextures: What appears to ego as 
a legitimate public expression of opinion, represents an invective form of 
communication from the perspective of alter egos. For instance, one might 
look at disputes between platform moderators and the community of users to 
analyze the situated practice of that online community in terms of different 

230 N. BARTH ET AL.



communicative contextures. Paasch-Colberg and Strippel (2021) have made 
an important contribution by taking an interest in the practical contexts of 
community moderators in defining online hate speech. To this end, they 
conducted 20 problem-focused interviews to understand the types, styles, 
forms, and functions of moderation practices in their genesis and thereby 
also shifted the focus to questions of the practical generation of online hate 
speech. They concluded: “With regard to our empirical findings, it is necessary 
to assume that comment moderators have different viewpoints on hate com-
ments or hate speech. In some cases, they are even critical of these terms or 
reject them. Hate speech in user comments is a multifaceted and at times 
subtle phenomenon, which is why its identification and moderation demands 
high context sensitivity” (Paasch-Colberg and Strippel (2021) p. 17; see also 
Wagner, 2019). They went on to identify a need for further research, specifi-
cally for the analysis of communicative contextures of hate, as we want to call it.

To give another example, Sahana Udupa and Matti Pohjonen (2019) refer to 
the problem of the culturally relative meaning of “extreme speech” (p. 3051) 
from an ethnological perspective. They “argue that the production, circulation, 
and consumption of online vitriol should be approached as much as a cultural 
practice and social phenomenon as a legal or regulatory concept.” They claim 
accordingly that “there is no self-evident category of hate speech” (Sahana 
Udupa and Matti Pohjonen (2019). From our perspective, however, this is 
a cultural argument with regard to online hate speech that puts its finger 
precisely on the problem of the polycontexturality of hate speech and the fact 
that, in a global society, hate speech operates within different communicative 
contextures. In contrast to such an approach, much scholarly work attempts to 
systematize definitions of online hate speech and, in so doing, at least impli-
citly treats the different perspective as being only a theoretical problem that 
could be solved by means of ever more specific definitions. As opposed to this 
line of thought, we believe it to be more fruitful to approach the different 
perspectives on hate speech as an empirical problem. When we propose to 
focus on the necessarily different empirical communicative contextures of 
online hate speech within different (media) contexts, this calls for operatio-
nalizing the ethnographic principle of “following the actor” within modern 
society. The key question then is, how is online hatred expressed and experi-
enced in the situated practice of different actors within different media con-
texts? Empirically analyzing different contextures of hate communication 
within medially situated practices requires more qualitative studies as well as 
research in digital media ethnography.

(3) Media archeology of negation communication
Modern society is not only functionally differentiated but also socially in terms 
of different social actors and publics that observe each other as different 
cultures. Consequently, this leads to the differentiation of binding and 
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collectively shared moral values as well as latent cultural patterns in terms of 
what is considered as (dis)respectful (Luhmann, 1978; 2012/2013). From 
a systems-theoretical perspective, communication therefore represents 
a fundamentally risky undertaking. “Communication is risky” (Luhmann,  
1995, p. 115) because the information communicated does not guarantee 
immediate understanding and positively connecting subsequent communica-
tion or even consent. In modern differentiated society, people are far more 
likely to oppose, deny, criticize, or even actively reject a communicative act. 
A systems-theoretical perspective focuses on the systematic risks of negation 
and conflict that is inherent in every communicative act.

From a media-archaeological perspective, one can ask how different dis-
semination media contexts enable and produce different probabilities of 
negation, conflict, as well as polemogenous and invective forms of commu-
nication at a specific point and time. Hate communication can be understood 
as a highly selective and strong form of negation and conflict communication 
that combines the negation of a communicative act with a subsequent act of 
invective communication. Here, we want to briefly outline how one might 
structurally distinguish three periods in the evolution of public communica-
tion media.

(1) In the salons of 17th- and 18th-century societies characterized by 
stratificatory differentiation, public communication took place in the 
form of interaction among those present and within the medium of 
orality. In such settings, modes of tactful communication were func-
tional in terms of an interaction ethics to reduce the risk of negation and 
conflict in communication, as face-to-face interaction involves the risk 
of sparking conflict and turning public interaction into a conflict system 
in its own right (Kieserling, 1999, p. 257 ff.).

(2) The emergence of the media infrastructure of the Gutenberg Galaxy and 
printing facilitates at around the same time put communication with 
those absent on a broader social basis. If we think of the spread of 
heresies or the various forms of circulating pamphlets, printed commu-
nication enables a form of polemogenous communication that can take 
the form of criticism in substantive matters but can also be criticism ad 
hominem (Darnton, 1982). Deliberative publics and an associated ethics 
emerged to regulate such forms of critique.

(3) Today, social media platforms structure public communication in 
a highly selective way. Social media platforms combine the real-time 
nature of communication among those present with communication with 
those absent (Nassehi 2020, p. 124). They facilitate new forms of what 
we might call the present absence in digital public communication. An 
expanded communication radius corresponds with a reduced likelihood 
of achieving a consensus in communication (Luhmann, 1981, p. 31). 
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Thus, communication on digital platforms stands out systematically 
through a “particular dissemination and establishment of ‘naysaying’ 
in communication” (Nassehi, 2020, p. 122; trans.). Platforms as media 
infrastructures of digital publics structurally tend to develop polemo-
genous and antagonistic forms of communication, thus promoting the 
escalation of conflicts in communication. We therefore suggest com-
bining systems theory with insights from media archeology (Barth,  
2020). Today’s media infrastructures must be placed within the context 
of other (historical) media infrastructures to fully understand the evo-
lution of invective and polemogenous communication as an effect of 
different media contexts. Infrastructural perspectives on online hate 
speech have shown the importance of digital media-ethnographic ana-
lysis of platforms (see section 3.4 above). Van Dijk and Poell (2013) 
note: “The principles, mechanisms, and strategies underlying social 
media logic may be relatively simple to identify, but it is much harder 
to map the complex connections between platforms that distribute this 
logic: users that use them, technologies that drive them, economic 
structures that scaffold them, and institutional bodies that incorporate 
them” (p. 11). From a systems-theoretical perspective, these analyses 
should be combined with the empirical analysis of communication 
patterns within situated media contexts (Barth & Wagner, 2021). 
Further research could focus on (a) digital material infrastructures of 
platformed publics and their effects on communication (e.g. context 
collapses; differences between algorithmic newsfeed and interactive 
comment lists; multimediality of platforms, e.g. the analyzing the dif-
ference between text vs. image driven platforms in generating online 
hate speech); (b) elaborating the transformation of the factual, temporal 
and social dimension of platform communication; and (c) inquiring 
into the multimodality of communication (e.g. “small forms” (Balke, 
Siegert & Vogl 2021) of communication and their effect on public 
practices like commenting, “tweeting” or “posting;” many-to-many 
communication, triadic communication).

We want to shed some light on the very phenomenon of triadic communica-
tion as this mode of communication is, in our view, a highly relevant factor in 
the genesis of online hate speech. Within digital publics, communication 
between ego and alter ego often takes place before third parties, forming 
a triadic constellation (Nassehi, 2020, p. 124). Public communication is 
increasingly realized in the mode of “talking with others about others before 
others” (Nassehi, 2020) and indicates the circumstance that these others are 
not absent but absent present on the platform and can observe these commu-
nication processes. This specific mode of triadic communication combines the 
interactive logic of communication among those present with the logic of 
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printed communication with those who are absent. This process of commu-
nication is worth further investigation as moral communication bears con-
siderable potential for “polemogenic” (Luhmann, 2008, p. 111) dynamics of 
mutual devaluation and disregard. Accordingly, hate communication as tria-
dic communication is highly structured through the “invective triad of the one 
articulating an invective, the one subject to the invective, and the audience” 
(Ellerbrock et al., 2017, p. 9).

On the one hand, communicative techniques of conflict control based on 
interaction ethics do not work when people are subject to anonymous invec-
tives on platforms. For example, audiences can stoke the conflict by teaming 
up with one of the opponents. On the other hand, the audience can also 
moderate existing conflicts in triadic communication. For example, if com-
munication proceeds along the path of open moral disregard, then it creates its 
own incentives and motives to intensify the individual conflict as a group 
conflict (us vs. them) when disregard for an outgroup is itself experienced as 
respect and solidarity for the ingroup (Luhmann, 2008, p. 112). From 
a systems-theoretical perspective, communication takes on a moral nature 
when the “moralization of themes, symbols, structures, opinions, and expecta-
tions” is used to communicate “the conditions of respect and disregard” 
Luhmann, 2008 p. 108; trans.). The tricky thing is that communication 
about moral values develops its own polemical drive because moral commu-
nication “creates additional motives for feeling respected for ‘maintaining 
one’s position’ or for ‘punishing the other’” (ibid., p. 112; trans.).

As a consequence, the differentiation of digital publics results in different 
communicative styles that deviate from the deliberative model of public 
communication. Personal perceptions dominate communication within digi-
tal publics and constitute “affective publics” (Papacharissi, 2015). These new 
forms of digital publics do not lead to intellectual reasoning but to heated 
debates that we refer to as “intimate publics” (Wagner, 2019). Intimate publics 
feed an emotional and affective style of communication. Empirically, the wider 
effect of an emotional and affective style is not simply the demise of the public 
sphere but rather ongoing communication with regard to how communication 
interconnects (or disconnects). Often the subject matter of digital public 
speech is firsthand experience. These forms of authentic communication lay 
claim to emancipatory universalist ideals of bourgeois dialogic culture: Nearly 
everyone can participate in this style of discourse, not only those who are able 
to offer better arguments. But the consequence of affective communication in 
digital publics is antagonistic conflicts. Firsthand experiences, emotions, and 
affects cannot be refuted in the way (better) arguments can; they tend to offer 
opportunities for conflict and polemogenous forms of communication. For 
instance, communication is likely to result in conflict when individual experi-
ence is countered (e.g., the experience of gendered or racial discrimination) by 
referring to macro-statistical data.
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(4) Function of conflict and hate communication
Unlike normative perspectives, a functionalist perspective is not only inter-
ested in online hate speech as a pathology of communication that undermines 
the deliberative model of public speech. It also inquires into the functional 
relationship between invective, agonistic, incivil, and even hateful forms of 
communication and the emergence of digital publics. In practical terms, this 
means that we propose not only to investigate the “extreme cases” but rather 
the “gray area” of everyday public communication that never gets to the stage 
of being evaluated under criminal law. In other words, we deem it necessary to 
focus on how media give rise to new implicit and tacit plausibilities for the 
emergence of “intimate publics” (Wagner, 2019). From a functionalist per-
spective, hate communication seems to establish itself as a (functional, not 
normative) solution to the problem of communicative connectivity (Barth & 
Wagner, 2021). Seen from this perspective, the troll is plainly the negative side 
of intimate publics.

Online hate speech is a highly “popular” form of communication (Döring 
et al., 2021; Van Dijck & Poell 2013) Why does “online hate speech” manage to 
be so connectable in the first place? From a system-theoretical perspective, 
hate speech represents a hyper-connective form of communication. On the 
one hand, the communication of hate is highly performative: Its meaning does 
not require much intricate interpretation. If a communicative statement is 
experienced as hate speech, the communicative context unambiguously 
changes into an asymmetrical form of (moral) disregard or hostility and is 
therefore produces highly selective communicative connections (e.g. “trigger-
ing” and instantaneously provoking affective counter reactions, insulting back 
(by the victim or the networked public).

On the other hand, the communication of hate is highly informative: As 
a violation of communication ethics and patterns of civilized dialogue, online 
hate speech generates high informational value so that the meaning of hate 
speech has to be interpreted within triadic communication networks and thus 
provokes subsequent communication (e.g. asking about the motives, back-
grounds or causes of hate speech; negotiating the invective, commenting on 
the invective by others, defending the victim or showing solidarity with the 
victim/offender, rationalizing the behavior of the offender). It seems paradox-
ical: online hate speech is an unambiguous (performative) and an ambiguous 
(informative) form of communication at the same time. If the logic of social 
media is to ensure the “connectivity” (van Dijck, 2013) of communication 
within the network of communication, online hate speech is hyper-connective 
and therefore proves its functionality to platform contextures of communica-
tion. One way (performative) or the other (informative), hate speech does 
provoke communicative reactions and can temporarily set the center of 
attention within the decentralized flows of communication within the 
network.
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From this it follows that the classical insight from sociology of conflict 
holds true for digital conflicts as well: Conflicts integrate because they 
reduce complexity, for example, by establishing clear-cut friend/enemy 
distinctions. Communicating conflicts is not a pathology of communication 
but a highly selective form of communication. As a strong form of conflict 
communication, hate communication does not disrupt communication 
processes but fosters them: “Conflicts serve to continue communication” 
(Luhmann, 1995, p. 398) by promoting possibilities of negation and there-
fore information. If we apply this perspective sociologically, it is for 
instance possible to identify that gendered digital hate speech does not 
always have to lead to victimization as various scholars discussed above 
have shown (Costello, Hawdon, Bernatzky, & Mendes, 2019; Costello, 
Hawdon, Ratliff, & Grantham, 2016, p. 312; Douglas, McGarty, Bliuc, & 
Lala, 2005; Gerstenfeld, Grant, & Chiang, 2003; Glaser, Dixit, & Green,  
2002; Kenski, Coe, & Rains, 2020, p. 809; McNamee, Peterson, & Peña,  
2010; Sobieraj, 2018, p. 1,701). Just like the practical meaning of the once 
derogatory term “queer” has been redefined and now stands for a non- 
heterosexual or non-cis-gender lifestyle, one can observe that progressive 
debates can also develop around incivil discourse. This demonstrates that 
trolling and provocation on the Internet do not automatically contribute to 
the prevention and/or destruction of specific discourses (McCosker, 2013; 
Shaw, 2016). Hate speech in digital publics can be morally, legally, and 
ethically reprehensible but may well prove to be functional nonetheless for 
the emergence of critical or “counterpublics” (Warner, 2002). Hate com-
ments can promote debates insofar as they provide connecting points for 
subsequent communication – that is, they create communicative connec-
tivity. The public sphere created in this way does not constitute 
a reasonable discourse space in the sense of Habermas’ discourse theory. 
Hate comments, however, create a public sphere inasmuch as antagonistic 
parties can engage and grapple with one another there.

Conclusion

A study from a systems-theoretical perspective would inquire into (1) how 
communication is understood as invective communication within specific 
communicative contextures as well as within the situated practices of the 
defining actors, (2) which media infrastructures provide the possibilities for 
negation, conflict, and hate communication, (3) what function hate commu-
nication has for the emergence of digital publics, and (4) how patterns of 
communication stabilize when people express hate on the Internet. It remains 
an open empirical question how, by whom, and in which context a breach of 
the boundaries of moral respect, and which ones, is characterized as 
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a transgression as well as how, by whom, and in which context communication 
is understood as hateful.
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